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Conclusion 
p QMWF-LM shows that it is feasible to use quantum theory to 

represent the interactions among words with multiple meanings.
p A generalized language model (TSLM) was introduced inspired by 

QMWF-LM, adopting the same method to express the word using 
quantum wave function, deriving a recursive representation of the 
conditional probability distribution

TSLM

Quantum Many-body Wave Function inspired Language Modeling (QMWF-LM) 
• regards different words as diverse particles in a many-body system, and a 

word containing multiple meanings equals to a particle lying in a 
superposition. 

• Thus directly use the wave function to represent the words in order to 
express the complex interactions between words with different meanings.

Tensor Space Language Model (TSLM) 
• TSLM is a generalization of the n-gram language model.
• a recursive calculation of conditional probability for language 

modeling is derived via tensor decomposition in TSLM.
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